
• Word segmentation is a fundamental step in speech processing
and comprehension (e.g., two lips vs. tulips).
• Listeners also need to resolve lexical competition (e.g., hearing
cap- activates cap, captain, captive, etc. in the mental lexicon).

• They can use various signal-dependent and relatively signal-
independent cues: word stress [1], preboundary vowel
lengthening [2, 3], lexical and semantic knowledge [4, 5], etc.

• One way to enhance intelligibility and aid speech processing is to
produce listener-oriented hyperarticulated clear speaking
styles [6, 7].
• Longer segment duration, vowel space expansion, larger pitch
range, etc.

• Clear speech improves word recognition in quiet and noise [8, 9],
memory for spoken information [10], and segmentation of
continuously repeated nonsense words presented in quiet in an
artificial language learning task [11].

Research questions:

1. Introduction
• Relative to conversational speech,
clear speech facilitated word
segmentation, aiding listeners in
disambiguating between the targets
and competitors.
• This occurred even before the
listeners heard post-DP segments
in clear speech.

• Noise delayed, but did not eliminate,
the clear speech segmentation
benefit.
• Consistent with previous research
showing that noise induces greater
lexical competition [15, 16].

• Clear speech benefit found in the
artificial language learning task [11]
extends to real-world word
segmentation in both quiet and noise.
Improved word segmentation may in
part underlie the well-documented
clear speech benefits for word
recognition in noise and auditory
memory [9, 10].

• The current findings cannot be
accounted for by classic spoken word
recognition models based on lexical
access and phonemic descriptions of
speech inputs (e.g., TRACE: [17]).
• Including information about
enhanced signal-dependent word
boundary cues that constrain
lexical access could improve the
models.

• Future work will examine: (1) how
hyperarticulated clear speech
interacts with contextual-semantic
information; (2) the extent to which
speaking clearly improves word
segmentation for non-native listeners.

4. Discussion
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1. Does clear speech affect segmentation of meaningful
words during real-time speech processing?

2. What is the time course of this effect?
3. How is the clear speaking style benefit, if any, modulated by

noise?

Visual-world Eye-tracking Experiment [12]
• 26 sentences in which the target word (e.g., ham) was temporarily
ambiguous with a competitor (e.g., hamster) across a word
boundary

• Produced clearly and conversationally by a female native American
English speaker; presented in quiet or in speech-shaped noise at
+3 dB SNR

• Recorded right eye positions at 500 Hz with EyeLink Portable Duo
• 76 native speakers of American English

Data Analysis
• Eye fixation to an image reflects what is being considered by the
listener as the speech signal unfolds.

• Analysis time window: 200 ms after target word onset to the DP in
each clearly spoken sentence (the same window was used for its
conversational counterpart, thus including segments after the DP
for conversational sentence).

• Fixation proportions were converted to empirical logits [13] and
analyzed using generalized additive mixed modeling [14]

2. Methods
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Fig 1. (a) Average proportions of fixations to the target, competitor, and distractor images in 20-ms time bins within one second
after the onset of the target word in quiet and noise listening conditions. The dashed lines mark the average disambiguation points in
clear and conversational speech and the shaded area marks the average analysis time window. (b) Clear speech benefit (clear −
conversational) over time within the analysis window in terms of how much the listeners considered the target over the competitor
(expressed as empirical logits of fixation proportions). The dashed lines represent the 95% confidence interval.

3. Results

• Within the analysis time window (from 200 ms after target word onset to the DP in clearly 
spoken sentence), listeners fixated the target picture significantly more than the competitor 
picture (p < 0.05) in clear speech compared to conversational speech.
• This was found in quiet and in noise

• The clear speech benefit emerged at 59.6% into the window in quiet and at 80.8% in noise.
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