
• A crucial task in spoken language comprehension is to segment
speech into words and resolve lexical competition (e.g., two
lips or tulips?).

• Listeners use various signal-dependent cues: preboundary vowel
lengthening [1, 2], lexical stress [3], etc.

• Listeners also use relatively signal-independent semantic cues
from the context [4–8].
• E.g., yellow is recognized more accurately in The color of a
lemon is yellow than in Mom thinks that it is yellow).

• Lexico-semantic cues dominate signal-dependent cues during
word segmentation at least in quiet [9, 10].

• Clear speech (CS) [11, 12], an intelligibility-enhancing listener-
oriented speaking style, improves word segmentation and
reduces lexical competition during real-time speech processing in
both quiet and in noise [13].
• Due to enhanced acoustic-phonetic cues related to word

boundaries.
Research questions:

1. Introduction

• When the semantic context already provided supporting information for the target word, CS did not additionally
improve word segmentation and resolution of the ambiguity.
• Contrary to findings that CS improves target word recognition even in high-predictability sentences, though the

CS benefit occurs in noise [4, 8].
• However, when the semantic context provided conflicting cues (i.e., favoring competitor), a CS benefit was found.

• The benefit emerged before disambiguating segments were available (replicating [13]).
• This suggested that enhanced acoustic-phonetic cues in CS were relied upon more.

• The results revealed that the context effect was relatively greater in conversational speech than in CS.
• Listeners have been shown to benefit from sentence context more when recognizing more reduced word forms

[17, 18].
• Together, the findings suggest that the balance between signal-dependent and -independent information

dynamically varies across speaking styles.
• Future research will investigate how the context-style interaction is modulated by (i) listening condition (quiet vs.

noise) and (ii) the listener’s language experience (native vs. non-native).
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1. Does the clear speech benefit for real-time word
segmentation interact with contextual-semantic cues
(“congruent” vs. “incongruent” context; see below)?

2. If yes, what would the clear speech effect and its time course
be like in the two semantic contexts?
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Visual-world Eye-tracking Experiment [14]
• 26 sentences with temporary ambiguity between the target (e.g.,
ham) and a competitor (e.g., hamster) across a word boundary

• Preceded by either a congruent (biasing toward target) or
incongruent (biasing toward competitor) context sentence

• Produced clearly and conversationally by a female native
American English speaker

• Recorded right eye at 500 Hz with EyeLink Portable Duo
• 43 native speakers of American English
• Eye fixation to an image reflects the word being considered by

the listener as the speech signal unfolds.

2. Methods

She saw the ham starting to get crispy and brown
Disambiguation point (DP)

+

See drawings of
target, competitor,
distractors

Mary was … She 
saw the ham
starting to get…

Click mentioned 
image

Congruent:    Mary was in front of a pork stand.
Incongruent:  Mary was in front of a pet shop.

• Analysis time window: 200 ms after target onset to the DP in each clearly spoken sentence (same window was used for its conversational counterpart,
thus including some post-DP segments).

• Generalized additive mixed models [15] were fitted to “target advantage” over time: EL(prop. of target fixations) – EL(prop. of competitor fixations), where
EL = empirical logit transformation [16].

Fig. 1. (Left and mid) mean proportions of fixations to the target, competitor, and distractor images in 20-ms time bins within one second after target word onset in the congruent and incongruent conditions. The dashed line
marks the average disambiguation point and the shaded area indicates the average analysis time window. (Right) same plots for the results from [13], for target sentences without the preceding semantic context.

3. Results

• No significant style difference when the congruent context biased listeners toward the target.
• In the incongruent context, the advantage of the target over the competitor in attracting fixations 

was significantly (p < 0.05) greater in CS than in conversational speech.
• This significance emerged at 89% into the analysis window.

• A significantly greater target advantage in
CS than in conversational speech
emerged at 70% into the analysis window.
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